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The solvent effects for a Claisen rearrangement and a Diels-Alder reaction are investigated. Electronic structure
methods are used to generate the frequencies, couplings, and curvatures along the minimum energy paths for
these reactions in the gas phase and in the presence of two water molecules. The geometries and charge
distributions along the minimum energy paths are analyzed to determine the structural and electrostatic roles
of the water molecules. Reactive flux molecular dynamics methods based on a reaction path Hamiltonian are
used to calculate the dynamical transmission coefficients, which account for recrossings of the transition
state. The transmission coefficients for the Claisen rearrangement are nearly unity both in the gas phase and
in the presence of two water molecules. The transmission coefficients for the Diels-Alder reaction are 0.95
and 0.89 in the gas phase and in the presence of two water molecules, respectively. These differences in the
transmission coefficients are explained in terms of the locations and magnitudes of the curvature peaks along
the reaction path, as well as the shape of the potential energy along the reaction coordinate near the transition
state. Analysis of the dynamical trajectories provides insight into the dynamical role of the water molecules
and elucidates possible reaction mechanisms.

I. Introduction
Solvent effects have been found to be significant for a number

of fundamental organic reactions. For example, the reaction rates
of both Claisen rearrangements and Diels-Alder reactions have
been found to be accelerated in polar solvents. Experimental
data suggest that the Claisen rearrangement of allyl vinyl ether
is accelerated by as much as a factor of 1000 in water relative
to the rate in the gas phase.1-5 Moreover, experiments also
indicate that the Diels-Alder reaction of cyclopentadiene with
methyl vinyl ketone is accelerated by a factor of 730 in water
relative to the rate in isooctane.6,7

Both the Claisen rearrangement of allyl vinyl ether and the
Diels-Alder reaction of cyclopentadiene with methyl vinyl
ketone have been studied with a wide range of computational
methods. One approach has been to perform electronic structure
calculations on the reacting system in the presence of a dielectric
continuum solvent.8-14 Typically these calculations are prob-
lematic because of the lack of consideration of explicit hydrogen
bonding interactions. An alternative approach has been to
perform Monte Carlo or molecular dynamics simulations for
the reacting system in the presence of explicit solvent molecules.
These calculations have been successful in reproducing experi-
mentally measured free energies of solvation.

Jorgensen and co-workers performed pioneering simulations
of these two reactions in the presence of explicit solvent
molecules.5,15-17 In these studies, electronic structure methods
were used to generate the minimum energy path (MEP) in the
gas phase. The geometries and partial charges along this MEP
were incorporated into a molecular mechanical potential for the
reacting system immersed in a periodic box of explicit solvent
molecules. Monte Carlo simulations based on this potential
energy surface were used to calculate free energies of solvation
along the MEP. In related studies, Gao and co-workers used
mixed quantum mechanical/molecular mechanical (QM/MM)
methods to study both reactions.18-20 These simulations differ

from those of Jorgensen and co-workers in that solute electronic
structure relaxation was allowed. Thus, the effect of solvent
polarization on the reacting system was included explicitly. In
both types of Monte Carlo simulations, however, the solute
geometries were dictated by the gas phase MEP, and dynamical
effects were neglected.

Pak and Voth have studied the dynamical effects of the
Diels-Alder reaction of cyclopentadiene with methyl vinyl
ketone.21 In their studies, they developed an empirical potential
energy surface allowing solute motion based on gas phase
electronic structure calculations. They performed molecular
dynamics simulations with this potential energy surface in the
presence of explicit solvent molecules to calculate the activation
free energy. In addition, they investigated dynamical effects
using a reactive flux method.22 Although this study represents
an important achievement, this approach requires both the
development of a multidimensional potential energy surface and
significant computational resources.

The goal of this paper is to investigate the dynamical solvent
effects for the Claisen rearrangement and the Diels-Alder
reaction within the framework of the reaction path Hamiltonian
(RPH) developed by Miller, Handy, and Adams.23 This RPH
characterizes the reaction in terms of motion along the MEP
and vibrational motion orthogonal to this path, where the MEP
is defined as the steepest-descent path in mass-weighted
coordinates from the saddle point down toward reactants and
toward products. The RPH depends on the potential energy,
frequencies, and couplings along the MEP. As shown previ-
ously,24-26 electronic structure methods can be used to generate
these quantities along the MEPs for chemical reactions. In this
paper, we generate these quantities for the reactions in the gas
phase and in the presence of a small number of explicit water
molecules. Moreover, the geometries and partial charges along
the MEP are analyzed to elucidate the structural and electrostatic
roles of the water molecules.

8058 J. Phys. Chem. A2000,104,8058-8066

10.1021/jp000449e CCC: $19.00 © 2000 American Chemical Society
Published on Web 08/03/2000



In addition to these electronic structure calculations, we also
use reactive flux molecular dynamics methods based on the RPH
to calculate the dynamical transmission coefficients, which
account for recrossings of the transition state. In these reactive
flux calculations, a flux-weighted canonical distribution of
classical molecular dynamics trajectories is started at the
transition state and propagated backward and forward in time.
The recrossings of the transition state are monitored to determine
the transmission coefficient using the prescription of Keck.27-29

The transmission coefficient provides an indication of deviations
from transition state theory due to dynamical recrossings of the
transition state. Moreover, analysis of the dynamical trajectories
provides insight into the dynamical role of the water molecules
and elucidates possible reaction mechanisms. The advantage of
this approach is that useful information about dynamical solvent
effects is obtained in a computationally tractable way.

The organization of this paper is as follows. In section II,
we discuss the electronic structure methods, the reaction path
Hamiltonian, and the reactive flux molecular dynamics method
used in our calculations. In section III, we present the results
and analyses for both the Claisen rearrangement and the Diels-
Alder reaction. Concluding remarks are presented in section IV.

II. Methods

The electronic structure calculations were carried out with
the Gaussian 98 program30 using the restricted Hartree-Fock
(RHF) method, second-order Moller-Plesset perturbation theory
(MP2), and density functional theory (DFT). The basis set used
in all of these calculations is the standard 6-31G** basis set.31-33

The functional used in all DFT calculations is the hybrid
functional B3LYP.34-37 At all three levels of theory, the reactant,
transition state, and product structures were determined for the
reaction in the gas phase and in the presence of two water
molecules. At the RHF/6-31G** and DFT/B3LYP/6-31G**
levels, the minimum energy paths (MEPs) to the associated
reactant and product were generated using the method of
Schlegel and co-workers.38,39The transition state searches were
carried out with the “OPT) VeryTight” option, and the MEPs
were constructed with the “IRC) VeryTight” option and a step
size of 0.05 amu1/2 bohr. The partial charges were calculated
for the reactant, transition state, and product structures using
the CHELPG method.40 The entropy and zero point energy
contributions to the energy barriers were calculated using the
frequencies of the reactant and transition state structures with
the standard approximations implemented in Gaussian 98.30

The MEPs were analyzed within the framework of the RPH
developed by Miller, Handy, and Adams.23 This RPH is
expressed in terms of the reaction coordinatesand its conjugate
momentumps, as well as the coordinates and momenta{Qk,
Pk} (k ) 1, ..., F - 1) of the orthogonal vibrational modes.
Here, F ) 3N - 6 is the number of vibrational degrees of
freedom of a nonrotatingN-atom system, and theFth degree
of freedom is defined to be the reaction coordinates. For zero
total angular momentum, the RPH is

Here,ωk(s) is the frequency of modek, andBk,l is the coupling,
defined as

whereL k(s) (k ) 1, ...,F - 1) andLF (s) denote thekth normal
mode vector and the normalized gradient vector, respectively,
at s. The squared frequenciesωk(s)2 and the normal mode
vectors L k(s) (k ) 1, ..., F - 1) are the eigenvalues and
eigenvectors, respectively, of the Hessian matrix ats from which
infinitesimal translations and rotations and the gradient vector
LF (s) have been projected. Note thatBk,l(s) (k,l ) 1, ...,F - 1)
are the coupling elements between normal modesQk and Ql,
andBk,F(s) (k ) 1, ...,F - 1) are the coupling elements between
the normal modeQk and the reaction coordinates. As described
in ref 23, the coupling elements in the denominator of the first
term of eq 1 describe the effects of reaction path curvature,
where the curvature is defined as [∑ k)1

F-1Bk,F (s)2]1/2. We ob-
tained the frequenciesωk(s) and the eigenvectorsL k(s) along
the MEPs using the “Freq) (Projected, HPmodes)” option in
Gaussian 98.30 Subsequently, we calculated the couplings
Bk,l(s) and the curvature with our own program.

To simplify our molecular dynamics calculations based on
the RPH, we analyzed the orthogonal vibrational modes and
included only those modes strongly coupled to the reaction
coordinate. The frequencies and eigenvectors of the orthogonal
vibrational modes obtained from Gaussian 98 are labeled from
low to high frequency. Note that this labeling scheme does not
correspond to the physical identity of the modes (i.e., the
frequencies of the physically meaningful modes may cross). We
determined the physically meaningful modes by calculating the
dot products between the normal mode vectors at various points
along the MEP and used a spline interpolation scheme41 to
smoothly follow the pathways that maximize the dot products.
In this way, we generated a set of physically meaningful
orthogonal vibrational modes and calculated the coupling of
these modes to the reaction coordinate. In our dynamical
calculations we included only the physically meaningful or-
thogonal vibrational modes that exhibited coupling to the
reaction coordinate larger than 0.1 amu-1/2 bohr-1. For simplic-
ity, we neglected the coupling between these orthogonal modes.
Analytical forms for the energyVo(s) along the reaction path
and for the frequenciesωk(s) and couplingsBk,F (s) of the
included modes were obtained by fitting to linear combinations
of Gaussian functions.

The transmission coefficientκ for each system was calculated
using Keck’s method.27-29 In this approach,κ is calculated as
the flux-weighted average ofê for an ensemble of classical
molecular dynamics trajectories started at the dividing surface
and integrated backward and forward in time. The factorê
corrects for multiple crossings of the dividing surface (i.e., so
that all trajectories that originate as reactants and end as products
are counted only once, no matter how many times they cross
the dividing surface, and all trajectories that go from reactants
to reactants, products to products, or products to reactants are
not counted at all). In particular,ê ) 1/R for trajectories that
haveR forward crossings andR - 1 backward crossings of the
dividing surface, andê is zero otherwise.

In our calculations of the transmission coefficient, we
propagated an ensemble of 10 000 trajectories started at the
dividing surface (defined ass ) 0) for each system studied.
The initial conditions for the velocities and the orthogonal mode
coordinates of each trajectory were generated assuming a
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Boltzmann distribution in both kinetic and potential energy. The
temperature for all simulations was 298 K. Couplings between
the reaction coordinate and the orthogonal modes were assumed
to be zero for this assignment (i.e., each orthogonal mode was
treated as an uncoupled harmonic oscillator). The classical
equations of motion were derived from the RPH given in eq 1
using the usual relations42 and were numerically integrated using
a fourth-order Runge-Kutta scheme.41 We used an integration
time step ofδt ) 0.012 fs. We confirmed the convergence of
our results with respect to time step and number of trajectories.

As discussed previously,24,43,44the RPH in eq 1 is singular
when∑ k)1

F-1QkBk,F(s) ) -1. This singularity can be eliminated
by approximating the term 1/[1+ ∑ k)1

F-1QkBk,F(s)] as a power
series around∑ k)1

F-1QkBk,F(s) ) 0 and retaining only the terms
linear in the couplingBk,F (s).43,44 If a classical trajectory
approaches the singularity, however, the trajectory is outside
the region in which the series expansion is valid so the result is
meaningless even if not numerically singular. In other words,
the RPH approach breaks down at the singularity. Therefore,
rather than attempting to approximate the Hamiltonian and
remove the singularity, we chose instead to integrate the full
equations of motion and discard all trajectories that encounter
numerical difficulties. Thus, any trajectory in which energy is
not conserved to one part in 105 was discarded. As will be shown
below, for the systems studied in this paper very few trajectories
approached singular configurations.

III. Results

A. Claisen Rearrangement.The first reaction studied was
the Claisen rearrangement of allyl vinyl ether.

We optimized the reactant, transition state, and product struc-
tures at the RHF/6-31G** and DFT/B3LYP/6-31G** levels.
Since the chair transition state has been found to be significantly
lower in energy than the boat transition state45 and has been
used for previous solvation studies,5,14,18 we focused on only
the chair transition state. As shown in Table 1, the DFT/B3LYP/
6-31G** barrier height agrees well with previous DFT/B3LYP
calculations and MP2 calculations. In contrast, the RHF/6-31G**
method significantly overestimates the barrier height. Thus, the
remaining calculations discussed in this section utilize the DFT/
B3LYP/6-31G** method.

We calculated the MEPs for the reaction in the gas phase
and for the reaction in the presence of two water molecules.
We found several transition states in the presence of two water
molecules. We chose to use the transition state in which both
water molecules are hydrogen-bonded to the oxygen atom of
the solute but are not hydrogen-bonded to each other. Although
there may be lower energy structures in which the two water
molecules are hydrogen-bonded to each other, simulation studies
suggest that our chosen transition state is most relevant to the

situation in bulk solvent.5,14 Figure 1 depicts the reactant,
transition state, and product structures in the presence of the
two water molecules. As indicated by previous calculations,5,18

the transition state is stabilized by enhanced hydrogen bonding
of the water molecules to the solute oxygen.

Figure 2 depicts the energies along the MEPs in the gas phase
and in the presence of two water molecules. The energy barrier
(i.e., the difference in energy between the transition state and
the reactant) is lowered by 6.8 kcal/mol by the presence of the
two water molecules. Accounting for entropy and zero point
energy effects, the free energy of solvation due to the two water
molecules is-6.0 kcal/mol. The inclusion of only two water
molecules does not account for collective solvent effects, such
as disrupting the hydrogen-bonding network of water in creating
a cavity. Nevertheless, the degree of solvation is qualitatively
similar to values for the free energies of solvation obtained
experimentally3-5,14 and with a variety of other theoretical
methods.5,8,14,18

We also studied the geometries and partial charges along the
MEPs. The results for the reactant and transition state structures
are presented in Tables 2 and 3. Table 2 indicates that, for both
the reactant and the transition state, the C2-O and C4-O bonds
are slightly longer in the presence of the two water molecules.
This lengthening is expected because of the hydrogen bonding
of the solute oxygen to the water molecules. We observed that
the lengthening of the C4-O bond is more pronounced for the
transition state structure. Moreover, the C6-C1 bond increases
for the transition state but decreases for the reactant in the
presence of the two water molecules. (Note that the C4-O and
C6-C1 bonds are formed and broken during the Claisen
rearrangement.) Thus, solvation causes the transition state to
be looser and more dissociative.14 The partial charges indicate
that, for both the reactant and transition state, approximately
-0.15 of an electron charge is transferred to the two water

TABLE 1: Energy Barriers for the Claisen Rearrangement

method ∆E (kcal/mol)

B3LYP/6-311+G** a 26.1
MP2/6-31G*b 26.2
RHF/6-31G**c 47.6
DFT/B3LYP/6-31G**c 27.4

a Reference 48.b Reference 13.c This paper.
Figure 1. Optimized structures of the (a) reactant, (b) transition state,
and (c) product for the Claisen rearrangement in the presence of two
water molecules. The carbon atoms are solid gray, the hydrogen atoms
are solid white, and the oxygen atoms are checkered. Hydrogen bonding
distances between the water molecules and the solute oxygen atom are
indicated.

Figure 2. Minimum energy paths for the Claisen rearrangement in
the gas phase (solid) and in the presence of two water molecules
(dashed). For both curves, the energies are measured relative to the
optimized reactant.
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molecules. The magnitude of the charge on the solute oxygen
decreases in the presence of the water molecules because of
this transfer of negative charge to the water molecules. The
calculated charges on the oxygen atoms indicate, however, that
the presence of the water molecules increases the polarity of
the transition state more than that of the reactant. (The presence
of the water molecules changes the charge on the oxygen from
-0.39 to-0.32 for the transition state and from-0.31 to-0.18
for the reactant, indicating greater polarity of the transition state.)

We have analyzed the MEPs within the framework of the
RPH. Panels a and b of Figure 3 depict the frequencies of the
orthogonal vibrational modes along the MEP for the reaction
in the gas phase and in the presence of two water molecules,
respectively. Figure 4a depicts the curvature along the MEP
for the reaction in the gas phase (solid) and in the presence of
two water molecules (dashed). The sharp peak in the curvature
at s ) 0 is assumed to be a numerical artifact. This sharp peak
arises from the sum of the small peaks ats) 0 for all vibrational
modes caused by numerical errors at the transition state. Thus,
the meaningful curvature consists of the two peaks on the
reactant and product sides depicted in Figure 4a.

The presence of the two water molecules increases the overall
curvature by∼10% and shifts the peaks slightly away from
s ) 0. The increase in curvature is due to the coupling of the
water molecules to the reaction coordinate. In the gas phase,
the strongly coupled modes contain contributions from the
stretching motion of the C4-O and C1-C6 bonds, which are
broken and formed during the reaction. In the presence of the
two water molecules, the strongly coupled modes still contain
these contributions but also contain contributions from the
stretching motion of the hydrogen bonds between the water
molecules and the solute oxygen.

We have calculated the dynamical transmission coefficient
κ using the methodology described in section II. The solid lines
in Figure 3 indicate the orthogonal vibrational modes used in

our calculations. Two orthogonal modes were included in the
gas phase calculations, and three orthogonal modes were
included in the calculations with two explicit water molecules.

TABLE 2: Bond Lengthsa for the Claisen Rearrangement
Reactant and Transition State at the DFT/B3LYP/6-31G**
Level in the Gas Phase and in the Presence of Two Water
Molecules

reactant
(gas phase)

reactant
(with 2 waters)

transition state
(gas phase)

transition state
(with 2 waters)

C1-C2 1.332 1.328 1.383 1.371
C2-O 1.366 1.385 1.287 1.308
O-C4 1.433 1.454 1.914 1.979
C4-C5 1.503 1.499 1.401 1.402
C5-C6 1.332 1.332 1.382 1.375
C6-C1 5.074 4.713 2.322 2.463

a Bond lengths are in angstroms.

TABLE 3: Partial Chargesa for the Claisen Rearrangement
Reactant and Transition State at the DFT/B3LYP/6-31G**
Level in the Gas Phase and in the Presence of Two Water
Molecules

reactant
(gas phase)

reactant
(with 2 waters)

transition state
(gas phase)

transition state
(with 2 waters)

C1 -0.16 -0.08 -0.06 -0.05
C2 +0.25 +0.16 +0.26 +0.22
O -0.31 -0.18 -0.39 -0.32
C4 +0.27 +0.34 +0.21 +0.22
C5 +0.02 -0.02 -0.13 -0.03
C6 -0.06 -0.05 +0.11 +0.10

a Partial charges include attached hydrogens.

Figure 3. Frequencies of the orthogonal vibrational modes along the
MEP for the Claisen rearrangement (a) in the gas phase and (b) in the
presence of two water molecules. The frequencies labeled from low to
high (up to 1000 cm-1) are shown by dashed lines. The orthogonal
vibrational modes included in the dynamical calculations are indicated
by solid lines.

Figure 4. (a) Curvature along the MEP for the Claisen rearrangement
in the gas phase (solid) and in the presence of two water molecules
(dashed); (b) Same as panel a but including only the dominant
orthogonal modes indicated in Figure 3.
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The curvatures obtained from including only these modes are
shown in Figure 4b. Note that the magnitudes of the peaks in
Figure 4b are somewhat lower than the magnitudes of the full
curvature peaks shown in Figure 4a. Although we included all
orthogonal modes with couplings to the reaction coordinate
larger than 0.1 amu-1/2 bohr-1, the sum of many small couplings
accounts for the difference between Figure 4a and b. By varying
the parameters in our functional representation of the couplings,
we found that the transmission coefficient is insensitive to these
differences in curvature (although the number of discarded
trajectories due to the singularity in the RPH increases as the
curvature increases).

As shown in Table 4, the transmission coefficient is very
close to unity for the Claisen rearrangement in the gas phase
and in the presence of two water molecules. The deviations of
the transmission coefficient from unity are due solely to
unsuccessful trajectories (i.e., trajectories that started and ended
in reactants, started and ended in products, or started in products
and ended in reactants) resulting from reflections. In this paper,
reflections are defined to be changes in the sign of the
momentum along the reaction coordinate caused by interactions
between the reaction coordinate and an orthogonal vibrational
mode. Repeated reflections could lead to successful trajectories
that exhibit recrossings of the dividing surface in the forward
direction. For the Claisen reactions, however, no such forward
recrossings occurred, despite the presence of a curvature peak
on both the reactant and the product side. The lack of forward
recrossings and the small number of reflections are due to a
combination of the steep slope of the potential energy along
the reaction coordinate and the relatively large distance of the
curvature peaks from the transition state. When the trajectories
move from the transition state to these curvature peaks, they
acquire a large amount of momentum along the reaction
coordinate, so reflections are unlikely. Note that very few
trajectories were eliminated due to the singularity.

Although the transmission coefficient is nearly unity, we
analyzed the dynamical behavior of individual trajectories to
gain insight into possible dynamical mechanisms. Typically only
trajectories with very low initial velocities along the reaction
coordinate exhibited reflections. In some cases, the coupling
peaks on the reactant or product side impacted the dynamical
trajectories, as shown in the sample trajectory in Figure 5a. This
trajectory leaves the reactant region with insufficient momentum
along the reaction coordinate to reach the transition state. During
its return to the reactant region, however, the trajectory is
reflected because of coupling between the reaction coordinate
and an orthogonal vibrational mode. The trajectory obtains

enough momentum from this coupling interaction to pass
successfully through the transition state to the product side. In
other cases, the trajectories are reflected because of coupling
near the transition state, as shown in Figure 5b. This trajectory
spends a significant amount of time at the transition state and
is eventually reflected back to the reactant side, leading to an
unsuccessful trajectory. Despite the relatively low curvature at
the transition state, the low frequency of the orthogonal mode
allows for a large displacement of this orthogonal coordinate.
Since the RPH includes the productBk,F(s)Qk, a large displace-
ment can lead to significant effective coupling near the transition
state.

B. Diels-Alder Reaction. The second reaction studied was
the Diels-Alder reaction of cyclopentadiene with methyl vinyl
ketone.

We optimized the reactant, transition state, and product struc-
tures at the RHF/6-31G**, MP2/6-31G**, and DFT/B3LYP/
6-31G** levels. The endo-cis transition state structure was
selected for our studies because this structure was previously
found to be lowest in energy for gas phase Diels-Alder
reactions15,46,47and was used in previous solvation studies.15,16,20

As shown in Table 5, the DFT/B3LYP/6-31G** energy barrier
agrees well with the results of higher-level calculations reported
in ref 21. In contrast, the RHF/6-31G** method overestimates
the barrier height, and the MP2/6-31G** method underestimates
it. Thus, the remaining calculations discussed in this section
utilize the DFT/B3LYP/6-31G** method.

TABLE 4: Results of Dynamical Simulations for the Claisen
Rearrangement and the Diels-Alder Reaction

∆Gq a κb κ-/κ+
c θref

d θrec
e θsing

f

Claisen 28.3 0.995 0.992/0.995 0.081 0.000 0.003
Claisen/2H2O 22.3 0.991 0.927/0.992 0.093 0.000 0.056
Diels-Alder 22.9 0.950 n/a 0.088 0.051 0.000
Diels-Alder/2H2O 17.7 0.892 0.881/0.894 0.133 0.038 0.009

a ∆Gq is the free energy barrier in kilocalories per mole calculated
with the inclusion of zero point energy and entropy effects.b κ denotes
the transmission coefficient derived when all singular trajectories were
ignored.c κ+ denotes an upper limit on the value ofκ in which all
singular trajectories were assumed to move directly from reactant to
product, andκ- is a lower limit based on the assumption that none of
the discarded trajectories contributed to the reactive flux.d θref is the
fraction of numerically stable trajectories that were unsuccessful due
to reflections.e θrec is the fraction of numerically stable trajectories that
crossed the dividing surface in the forward direction more than once.
f θsing is the fraction of numerically unstable trajectories.

Figure 5. Sample trajectories from the dynamical calculations for the
Claisen rearrangement (a) in the gas phase and (b) in the presence of
two water molecules. The reaction coordinates (solid) and the
orthogonal modesQk (dashed) are shown as functions of time.
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We calculated the MEPs for the reaction in the gas phase
and for the reaction in the presence of two water molecules.
We chose the lowest-energy endo-cis transition state found in
the presence of two water molecules, which coresponds to the
water molecules hydrogen-bonded to the solute oxygen and
hydrogen-bonded to each other. Note that the alternative
transition state without hydrogen bonding between the two water
molecules may be more representative of the situation in bulk
solvent. (Simulations suggest that this is the case for the Claisen
rearrangement described above.) In the absence of evidence that
this is the case for the Diels-Alder reaction, however, we chose
the lowest energy transition state. Figure 6 depicts the reactant,
transition state, and product structures in the presence of the
two water molecules. As indicated by previous calcula-
tions,15,16,20 the transition state is stabilized by enhanced
hydrogen bonding of the water molecules to the solute oxygen.

The energies along the MEPs in the gas phase and in the
presence of two water molecules are depicted in Figure 7. The
energy barrier is lowered by 4.6 kcal/mol due to the presence
of the two water molecules. Accounting for entropy and zero
point energy effects, the free energy of solvation due to the
two water molecules is-5.2 kcal/mol. Despite the neglect of
collective solvent effects, this result agrees qualitatively with

solvation energies obtained experimentally6,7 and from previous
calculations.15,16,20,21

We also studied the geometries and partial charges along the
MEPs in the gas phase and in the presence of the two water
molecules. The values obtained for the reactant and transition
state structures are given in Tables 6 and 7. Table 6 indicates
that the C7-O bond is slightly longer in the presence of the
two water molecules than in the gas phase for both the reactant
and transition state and is slightly larger in the transition state
than in the reactant. Moreover, as expected, the C1-C9 and
C4-C8 bonds, which are formed during the reaction, are much
longer in the reactant than in the transition state. In the transition
state, the C1-C9 bond is not significantly affected by the two
water molecules, but the C4-C8 bond is 0.14 Å longer in the
presence of the two water molecules than in the gas phase. Thus,
as for the Claisen rearrangement, the two water molecules lead
to a looser, more dissociative transition state. Table 7 indicates
that, in contrast to the Claisen rearrangement, only-0.01 of
an electron charge is transferred to the two water molecules for
the reactant and transition state. The smaller amount of charge
transferred for the Diels-Alder reaction than for the Claisen
rearrangement could be due to the hydrogen bonding between
the two water molecules that is present for the Diels-Alder
but not for the Claisen transition state. This hydrogen bonding
between the two water molecules decreases the strength of the
hydrogen bonding to the solute and thus could decrease the
amount of charge transferred between the solute and the two
water molecules. As a result of the small amount of negative
charge transferred to the two water molecules, Table 7 indicates

TABLE 5: Energy Barriers for the Diels -Alder Reaction

method ∆E (kcal/mol)

B3LYP/6-31+G* a 16.3
MP4SDQa 17.7
CCSDa 18.0
RHF/6-31G**b 36.1
MP2/6-31G**b 7.21
DFT/B3LYP/6-31G**b 17.0

a Reference 21, where the MP4SDQ and CCSD values were calcu-
lated for the B3LYP/6-31+G* optimized geometries.b This paper.

Figure 6. Optimized structures of the (a) reactant, (b) transition state,
and (c) product for the Diels-Alder reaction in the presence of two
water molecules. The carbon atoms are solid gray, the hydrogen atoms
are solid white, and the oxygen atoms are checkered. Hydrogen bonding
distances between the water molecules and the solute oxygen atom are
indicated.

Figure 7. Minimum energy paths for the Diels-Alder reaction in the
gas phase (solid) and in the presence of two water molecules (dashed).
For both curves, the energy is measured relative to the optimized
reactant.

TABLE 6: Bond Lengthsa for the Diels-Alder Reactant and
Transition State at the DFT/B3LYP/6-31G** Level in the
Gas Phase and in the Presence of Two Water Molecules

reactant
(gas phase)

reactant
(with 2 waters)

transition state
(gas phase)

transition state
(with 2 waters)

C1-C2 1.350 1.351 1.409 1.408
C2-C3 1.470 1.470 1.407 1.413
C3-C4 1.349 1.350 1.383 1.379
C4-C5 1.506 1.507 1.502 1.501
C5-C1 1.506 1.506 1.520 1.520
C6-C7 1.515 1.510 1.523 1.519
C7-C8 1.496 1.483 1.460 1.437
C8-C9 1.336 1.339 1.399 1.403
C7-O 1.222 1.232 1.233 1.251
C1-C9 4.356 6.278 2.020 2.013
C4-C8 4.191 4.665 2.608 2.744

a Bond lengths are in angstroms.

TABLE 7: Partial Chargesa for the Diels-Alder Reactant
and Transition State at the DFT/B3LYP/6-31G** Level in
the Gas Phase and in the Presence of Two Water Molecules

reactant
(gas phase)

reactant
(with 2 waters)

transition state
(gas phase)

transition state
(with 2 waters)

C1 -0.19 -0.21 +0.08 +0.04
C2 +0.07 +0.07 -0.01 +0.06
C3 -0.01 +0.06 +0.02 +0.02
C4 -0.17 -0.22 +0.00 +0.01
C5 +0.29 +0.29 +0.06 +0.08
C6 -0.05 -0.05 -0.09 -0.11
C7 +0.58 +0.68 +0.61 +0.74
C8 -0.16 -0.19 -0.27 -0.39
C9 +0.09 +0.12 +0.11 +0.19
O -0.46 -0.54 -0.51 -0.62

a Partial charges include attached hydrogens.
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that the charge on the oxygen atom becomes more negative in
the presence of the two water molecules for both the reactant
and the transition state. The presence of the two water molecules
changes the charge on the oxygen from-0.46 to-0.54 for the
reactant and from-0.51 to-0.62 for the transition state. These
charges show that the transition state is more polar than the
reactant and that the two water molecules increase the polarity
of the solute.

We have analyzed the MEPs within the framework of the
RPH. Panels a and b of Figure 8 depict the frequencies of the
orthogonal vibrational modes along the MEP for the reaction
in the gas phase and in the presence of two water molecules,
respectively. Figure 9a depicts the curvature along the MEP
for the reaction in the gas phase (solid) and in the presence of
two water molecules (dashed). As discussed above for the
Claisen rearrangement, the peak ats ) 0 is assumed to be a
numerical artifact. Recall that, for the Claisen rearrangement,
curvature peaks were observed on both the reactant and the
product sides. For the Diels-Alder reaction, the meaningful
curvature is found on the product side ats ≈ 1.9 amu1/2 bohr.
The presence of the two water molecules shifts the curvature
slightly towards ) 0 and increases the magnitude by∼19%
(due to the coupling of the water molecules to the reaction
coordinate). In the gas phase, the strongly coupled modes contain
contributions from the stretching of the bonds that are broken
and formed during the reaction. In the presence of the two water
molecules, the strongly coupled modes still contain these
contributions but also contain contributions from the stretching
motion of the hydrogen bonds between the water molecules and
the solute oxygen. Note that the solvation increases the curvature
more for the Diels-Alder reaction than for the Claisen rear-
rangement, indicating that the water molecules are more strongly
coupled to the reaction coordinate for the Diels-Alder reaction.

We have calculated the dynamical transmission coefficient
κ using the methodology described in section II. The solid lines
in Figure 8 indicate the orthogonal vibrational modes used in
our calculations. Only one orthogonal mode was included for
the reactions in the gas phase and in the presence of two water
molecules. The curvatures obtained from including only this
single mode are shown in Figure 9b. As for the Claisen
rearrangement, the magnitudes of the peaks in Figure 9b are
somewhat lower than the magnitudes of the full curvature peaks
shown in Figure 9a. Again, we found that the transmission
coefficients are insensitive (to within∼2%) to these differences
in curvature.

Table 4 shows that the transmission coefficients for the
Diels-Alder reactions are smaller than those for the Claisen
rearrangement. Moreover, in contrast to the Claisen rearrange-
ment, the Diels-Alder reaction exhibited forward recrossings
of the transition state. These differences are caused by three
factors. First, the potential energy surface along the reaction
coordinate is flatter for the Diels-Alder reaction (especially in
the presence of two water molecules), so the system does not
acquire as much kinetic energy as it leaves the transition state.
Second, the curvature peak is closer to the transition state for
the Diels-Alder reaction, further reducing the kinetic energy
in the reaction coordinate when the trajectory passes through
the region of strong coupling. Third, the frequency of the
orthogonal mode at the transition state is slightly smaller for
the Diels-Alder reaction, allowing for larger displacements and
thus larger values of the productBk,F(s)Qk. Table 4 also indicates
that the transmission coefficient for the Diels-Alder reaction
in the presence of two water molecules (κ ) 0.89) is signifi-
cantly smaller than that in the gas phase (κ ) 0.95). The lower
transmission coefficient in the presence of the water molecules
is due to the flatter potential energy surface along the reaction
coordinate near the transition state (as shown in Figure 7) and
to the larger curvature peak on the product side (as shown in

Figure 8. Frequencies of the orthogonal vibrational modes along the
MEP for the Diels-Alder reaction (a) in the gas phase and (b) in the
presence of two water molecules. The frequencies labeled from low to
high (up to 1000 cm-1) are shown by dashed lines. The orthogonal
vibrational modes included in the dynamical calculations are indicated
by solid lines.

Figure 9. (a) Curvature along the MEP for the Diels-Alder reaction
in the gas phase (solid) and in the presence of two water molecules
(dashed). (b) Same as panel a but including only the dominant
orthogonal modes indicated in Figure 8.
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Figure 9) in the presence of two water molecules. Note that the
transmission coefficient of 0.89 reported in this paper is larger
than the value of 0.67 calculated by Voth and co-workers for
the same Diels-Alder reaction in aqueous solution. This
discrepancy is due to the inclusion of only two water molecules
in our calculations. Future work will be directed at including
more solvent molecules by immersing the solute in a periodic
box of hundreds of explicit solvent molecules. In this case, the
transmission coefficient will be calculated by combining the
RPH approach with a molecular mechanical description of the
solvent molecules.

To gain insight into the possible dynamical mechanisms for
the Diels-Alder reaction, we analyzed the dynamical behavior
of individual trajectories. As for the Claisen rearrangement,
typically reflections (and forward recrossings in this case) were
observed only for trajectories with low initial velocities along
the reaction coordinate. For the Diels-Alder reaction, the
absence of a coupling peak on the reactant side prevented
interactions in the reactant region. On the other hand, the close
proximity of the existing coupling peak to the transition state,
together with the flatter potential energy along the reaction
coordinate near the transition state, resulted in stronger coupling
and a higher probability of forward recrossings or reflections.
Figure 10a depicts a trajectory that is unsuccessful because of
reflection by the coupling peak on the product side. Figure 10b
depicts a trajectory that is successful despite repeated reflections
by the coupling peak on the product side. This trajectory crosses
the dividing surface in the forward direction two times (att )
-436 fs and att ) 0 fs). This forward recrossing is due to the
significant effective couplingBk,FQk at the transition state
resulting from the large displacement of the orthogonal coor-
dinateQk at the transition state. Thus, this trajectory illustrates
that recrossings of the dividing surface can occur even in the
absence of a coupling peak on the reactant side.

IV. Summary and Conclusions

This paper presents calculations aimed at elucidating the
dynamical solvent effects for a Claisen rearrangement and a
Diels-Alder reaction. Electronic structure methods were used
to generate the minimum energy paths for the reactions in the
gas phase and in the presence of two water molecules. The
structures and charge distributions along these minimum energy
paths were analyzed. The hydrogen bonding of the two water
molecules to the solute oxygen atom was found to be stronger
in the transition states than in the reactants. This enhanced
hydrogen bonding accounts for the majority of the free energy
of solvation. In addition, the presence of the two water molecules
resulted in looser, more dissociative and more polarized
transition states.

These minimum energy paths were also analyzed within the
framework of the reaction path Hamiltonian. The curvatures,
frequencies, and couplings along the minimum energy paths
were calculated for the reactions in the gas phase and in the
presence of two water molecules. The Claisen rearrangement
exhibits curvature peaks on both the reactant and the product
sides. In contrast, the Diels-Alder reaction exhibits only a peak
on the product side. For both reactions, the presence of the two
water molecules increases the overall curvature due to the
coupling of the solvent motion to the reaction coordinate.
Moreover, for both reactions, the strongly coupled modes in
the gas phase were found to contain contributions from the
stretching motion of bonds that are broken and formed during
the reaction. In the presence of two water molecules, the strongly
coupled modes were found to contain additional contributions
from the stretching motion of the hydrogen bonds between the
water molecules and the solute oxygen.

Reactive flux calculations based on the RPH were used to
calculate the transmission coefficients, which account for
recrossings of the transition state. Due to the locations of the
coupling peaks, reflections occur in both the reactant and the
product regions for the Claisen rearrangement but only in the
product region for the Diels-Alder reaction. (For both reactions,
reflections may also occur in the transition state region.)
Recrossings of the transition state in the forward direction were
observed for the Diels-Alder reaction but not for the Claisen
rearrangement. The transmission coefficients were nearly unity
for the Claisen rearrangement both in the gas phase and in the
presence of two water molecules. In contrast, the transmission
coefficients were slightly smaller for the Diels-Alder reac-
tion: κ ) 0.95 in the gas phase andκ ) 0.89 in the presence
of two water molecules. The smaller transmission coefficients
for the Diels-Alder reactions are due mainly to the flatter
potential energy along the reaction coordinate near the transition
state and the closer proximity of the coupling peak to the
transition state. These differences lead to lower momentum along
the reaction coordinate in the strong coupling region and, thus,
a higher probability of reflections. The decrease in the transmis-
sion coefficient for the Diels-Alder reaction in the presence
of two water molecules is due to a combination of a flatter
potential energy along the reaction coordinate near the transition
state and a larger curvature peak on the product side.

In general, dynamical solvation effects decrease the transmis-
sion coefficient when the inclusion of water molecules leads to
the following effects: (1) a potential energy that is flatter near
the transition state, (2) curvature peaks that are located closer
to the transition state, (3) curvature peaks that are larger in
magnitude, and (4) frequencies of the relevant orthogonal
vibrational modes that are lower near the transition state. For
the two reactions studied in this paper, however, the transmission

Figure 10. Sample trajectories from the dynamical calculations for
the Diels-Alder reaction (a) in the gas phase and (b) in the presence
of two water molecules. The reaction coordinates (solid) and the
orthogonal modeQk (dashed) are shown as functions of time.
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coefficient does not deviate significantly from unity. Hence, the
dominant effect of solvation is the lowering of the free energy
barrier. For these cases, standard transition state theory provides
a reasonable description of the rates. Nevertheless, analysis of
the dynamical trajectories provides insight into possible reaction
mechanisms.

This investigation of the solvent effects for these two
fundamental organic reactions elucidates the electrostatic and
structural roles of the water molecules, as well as the critical
nature of the dynamical solvent effects. This approach is less
computationally intensive than full-scale molecular dynamics
simulations but still provides some useful qualitative information
about dynamical solvent effects. This approach will be particu-
larly useful for comparative studies (i.e., for investigating the
effects of different substituents on the solute or of different
solvents).

These studies lay the groundwork for a number of future
directions. For example, the dynamical effects of including
additional explicit water molecules will be investigated. Eventu-
ally the solute will be immersed in a periodic box containing
hundreds of explicit solvent molecules. The reaction path
Hamiltonian will be used in conjunction with standard molecular
mechanical potentials to simulate the molecular dynamics of
such a system. These simulations will provide insight into bulk
solvent effects.
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